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The objective of this study is to determine the effect of credit constraints on production for farm and
nonfarm sole proprietorships. A propensity score-matching estimator is employed to provide unbiased
estimates of the production impacts of being denied credit. The empirical results demonstrate that the
value of production is significantly lower for credit-constrained sole proprietorships. If this drop in the
value of production is aggregated to a national level, it constitutes only 3% and 13% of total value of
production for farm and nonfarm sole proprietorships, respectively.
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Numerous studies have examined the exis-
tence and importance of credit constraints (for
a survey, see Browning and Lusardi 1996).
Many of these studies have focused on devel-
oping countries with immature credit markets,
where credit access is thought to be more lim-
ited, and significant implications for economic
development and growth exist. When capital
markets are imperfect, individuals cannot bor-
row freely at the current interest rate. Capi-
tal market imperfections can suppress the ag-
gregate accumulation of capital, the rate of
return on investments, technology adoption,
and productivity (Hubbard and Kashyap 1992;
Saha, Shumway, and Talpaz 1994; Vasavada
and Chambers 1996; Bierlen and Feather-
stone 1998; Barry, Bierlen, and Sotomayor
2000). Limited access to credit also influences
a household’s well-being. Phimister (1995),
Barry and Robison (2001) and Blancard et al.
(2006) found that farms—and Jefferson (1997)
found that entrepreneurs—benefit in addi-
tional consumption and/or investment from
relaxed borrowing constraints. At the indi-
vidual household level credit constraints can
affect resource allocation decisions and have
important consequences for policy outcomes.
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In agricultural policy, for instance, distortions
in farm capital markets can lessen the intended
separability between decoupled payments and
agricultural production (Barnard et al. 1997,
2001; Collender and Morehart 2004).

When estimating the impact of credit con-
straints, one must deal with potential selec-
tion bias. Selection bias arises in credit markets
because people are not randomly assigned
to treatment (credit-constrained) and control
(not credit-constrained) groups. Rather, this
sorting or selection into treatment and con-
trol groups is dependent on characteristics of
the applicant. Within the literature, different
statistical methods have been employed to
control for this selection bias. Petrick (2004)
found that being credit-constrained lowered
output production via the Heckman estimator.
Feder et al. (1990), Carter and Olinto (2003)
and Foltz (2004) used switching regressions to
demonstrate the impacts of credit constraints
on production, investment and profits, and
investment, respectively. To control for selec-
tion bias in our study, we employ a propen-
sity score-matching estimator. To our knowl-
edge this is the first study to use such an
estimator to control for credit market selection
bias.

This study’s objective is to determine the
effect of credit constraints on production for
farm and nonfarm sole-proprietorship house-
holds. Through this analysis, we identify how
farm and nonfarm sole proprietorships are
both similar and different relative to credit
use and credit availability. Our examination of
these different types of sole proprietorships is
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unique because it utilizes data from two na-
tional surveys: the Survey of Consumer Fi-
nances (SCF) and the Agricultural Resource
Management Survey (ARMS). In the past
SCF has asked respondents to answer ques-
tions regarding their use of and access to
credit. Similar credit questions were included
in the 2005 ARMS, thus allowing for construc-
tion of the data used in this study. Further-
more, these questions allow us to adopt the
direct approach of Jappelli (1990) to identify
treatment and control groups based on self-
reported responses to questions about credit
access.1

Five credit access and use classes are iden-
tified for farm and nonfarm sole proprietor-
ships. In our study proprietors that received
credit without issue is the control group, and
those proprietors that were turned down for
credit are the treated group. Jappelli (1990)
argues that individuals who did not apply
for credit because of the fear of denial are
similar to those that were turned down for
credit and should be included in the treated
group. Jappelli then classifies all other indi-
viduals as not being credit-constrained (i.e.,
his control group). Through propensity score-
matching, we demonstrate that using the Jap-
pelli (1990) classification underestimates the
effect of credit constraints on production for
farm and nonfarm sole proprietorships. This
empirical result highlights the problem if there
is a contamination of the control group. In
Jappelli’s classification this contamination oc-
curs because sole proprietorships that were ini-
tially denied credit but later received credit
and those who no longer need credit are in-
cluded in the control group.

A key contribution of this article is the use
of the propensity score-matching estimator to
properly measure and estimate the produc-
tion impacts of being credit-constrained. The
results demonstrate that the impact of being
credit-constrained significantly lowers produc-
tion. Most farms and businesses that are credit-
constrained tend to operate small-scale farms
or businesses. For small or beginning farms and
businesses, having access to credit is important
because even a small decrease in production
can be detrimental to the financial viability
of the business. This result supports the Farm
Service Agency (FSA) and Small Business
Administration (SBA) programs that assist

1 An alternative, indirect approach that is widely used infers the
presence of credit constraints from violations of the assumptions
of the life-cycle or permanent income hypothesis.

businesses in need of credit or unable to find
credit from a lender. Finally, we demonstrate
the flexibility of the propensity score-matching
method by segmenting the data by produc-
tion specialty and illustrating the negative im-
pacts of being credit-constrained on another
outcome variable of interest—consumption.

A Theoretical Model of Credit Constraints

Our primary interest is the impact of be-
ing credit-constrained on production. These
impacts on production have important im-
plications for policy, but as we demonstrate
below, our empirical application is flexible
enough to consider other outcome variables
of interest (e.g., consumption). To concep-
tualize the impact of credit constraints on
sole proprietorships, we draw from the well-
developed theoretical literature on neoclassi-
cal producer-consumer models (Petrick 2004;
Bezuneh, Deaton, and Norton 1988; Singh,
Squire, and Strauss 1986). Also, this producer-
consumer model is general enough to encom-
pass nonagricultural sole proprietors.

A household maximizes consumption c via
the following intertemporal, additive utility
model in periods 0 and 1, given a set of exoge-
nous household characteristics zh; u(c0, c1; zh),
where u(.) is assumed to be twice differ-
entiable and quasi-concave, and exogenous
household characteristics consist of age, lo-
cation, etc. To simplify the explanation, all
revenue-generating activities, production and
nonbusiness activities O are assumed to occur
in period 1, and a variable input x used in pro-
ducing good q is purchased at a given price p in
period 0 with liquid funds a or borrowed funds
B. Borrowed funds are repaid with interest r
in period 1. All other variable inputs are ei-
ther ignored or held fixed in producing q. The
household production follows a concave pro-
duction function q = f (x ; zq), where zq repre-
sents fixed and exogenous inputs such as land,
machinery, tools for manufacturing, etc. In the
following formal producer-consumer model,
all prices are normalized by output price.

A borrowing constraintB̄(zh, zq) is added
to period 0 and is a function of household
and production characteristics (i.e., zh and zq).
Whether or not this constraint holds depends
on supply and demand for credit. In this case
interest rates are the price of credit, the sup-
ply and demand curves respectively reflect the
amount lenders are willing to lend and bor-
rowers are willing to borrow at exogenously
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determined interest rates. Households will pur-
sue credit up to some limit. This limit may be
imposed by a lender or may be the result of
self-limiting behavior. Asymmetry of informa-
tion between borrower and lender gives rise
to differences in these two limits. For exam-
ple, a household may not apply for credit be-
cause of the fear of denial. Another situation
where asymmetry of information exists is when
borrowers wish to borrow more than their
credit limit allows, which is commonly known
as credit rationing. Credit rationing also cre-
ates the situation where some borrowers may
receive credit while other borrowers with sim-
ilar financial characteristics may not. The po-
tential for adverse selection arising from the
asymmetry of information between the lender
and the borrower discourages lenders from us-
ing the interest rate as a way to ration credit
(Stiglitz and Weiss 1981).

The formal producer-consumer model is as
follows:

max
c0>0,c1>0,x>0,B≥0

u
(
c0, c1; zh

)
(1)

s.t.

a + B − c0 − px = 0(2)

f (x ; zq) + O − c1 − (1 + r) B = 0 and(3)

B̄
(
zh, zq

) ≥ B.(4)

Equation (1) represents the choices the
producer-consumer will make to maximize
u(·). Equations (2) and (3) represent the bud-
get constraints for periods 0 and 1, respec-
tively, and equation (4) is the credit constraint.
To demonstrate the impact that being credit-
constrained has on production, we first solve
equations (1)–(4) for optimal production when
credit is not constrained:2

∂ f (·)
∂x

= p (1 + r) .(5)

Since x is purchased before revenues are
earned, p must be inflated by r. Let the op-
timal input from equation (5) be denoted as
x∗

nc.
Now let us solve equations (1)–(4) when

the producer-consumer is credit-constrained
or B̄(zh, zq) = B:

2 Here is the Lagrangean equation used to solve the producer-
consumer problem: L = u

(
c0, c1; zh

) + �(a + B − c0 − px) +
�( f (x ; zq ) − c1 − (1 + r)B) + �(B̄(zh , zq ) − B).

∂ f (·)
∂x

= p
(

(1 + r) + �

�

)
(6)

where � and � are the Lagrangean multipli-
ers associated with the borrowing constraint
in period 0 and the budget constraint in pe-
riod 1, respectively. Ignoring degeneracy of
the credit constraint, we assume that each La-
grange multiplier is strictly positive, and the
present value opportunity cost of the opti-
mal input for the credit-constrained producer-
consumer (denoted as x∗

cc) is greater than the
present value opportunity cost found in equa-
tion (5).

Since x∗
cc has a higher present value oppor-

tunity cost than x∗
nc and the production func-

tion is concave, x∗
nc > x∗

cc must hold. This is the
case because the credit-constrained producer-
consumer will lower her/his amount of x to in-
crease the value of marginal product. There-
fore, the production of a credit-constrained
producer-consumer will be lower than the pro-
duction of a noncredit-constrained producer-
consumer. Much like production, consumption
is negatively impacted by credit constraints.
A credit-constrained producer-consumer will
have a lower marginal utility from consump-
tion than will her/his noncredit-constrained
counterparts.

One cannot estimate a reduced form output
supply function without accounting for both
household and production characteristics be-
cause production and consumption decisions
are not separable (Petrick 2004). Petrick esti-
mates the impact of being credit-constrained
on production through a Heckman two-step
estimator. In his model the first step is a probit
regression showing whether or not a house-
hold is credit-constrained, and the second step
is an estimation of the reduced form output
supply function that accounts for both house-
hold and production characteristics. Others
have used methods similar to Petrick’s to de-
termine the impact of credit constraints on
production and consumption for an agricul-
tural household, and Jappelli (1990) and Crook
(1996) estimated the impact of being credit-
constrained on consumption for nonagricul-
tural households.

A sole proprietorship is considered to be
credit-constrained if equation (4) is binding or
the demand for credit exceeds the supply of
credit. Therefore, the probability a household
is credit-constrained is modeled by Petrick
(2004), Jappelli (1990) and Crook (1996) as � =
1 if a credit constraint exists and � = 0 if not.
However, the sole proprietor may choose B
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to be zero, or the demand for credit may be
zero. Cox and Jappelli (1993) considered this
issue and concluded that the state of credit con-
straint is more complex than the distinction
� = 0 or � = 1, which suggests both demand
and supply credit factors impact �.

Like Jappelli, Pischke, and Souleles (1998),
we employ a direct method of assess-
ing whether or not a household is credit-
constrained. Our article extends their work
and the work of Petrick (2004), Jappelli (1990)
and Crook (1996) first by analyzing differ-
ent classifications of credit-constrained sole
proprietorships and then by estimating and
comparing the different impacts those classi-
fications have on production via the propen-
sity score-matching estimator. To account for
different credit access and use classes, we as-
sume that each situation is distinct and ob-
servable. The five credit access and use classes
are: (1) did apply and received credit; (2) did
not apply for credit; (3) were initially denied
credit but obtained credit after multiple at-
tempts; (4) did not apply for credit for fear
of denial (i.e., discouraged credit applicants);
and (5) were turned down for credit. Jappelli
and Crook argue that discouraged credit appli-
cants and those turned down for credit are not
different. Therefore, these two classes com-
prise � = 1, and the other three fall into
� = 0. We contend that this definition of credit-
constrained and not credit-constrained under-
estimates the effect of credit constraint on the
value of production because there is a contam-
ination of the control group. A contamination
of the control group (not credit-constrained)
can occur if those who were treated (credit-
constrained) but later receive credit, and those
who no longer need credit are included in the
control group. Therefore, we segment the data
by the five classes described above. To test
the impacts of credit constraints on production
for nonagriculture and agriculture sole pro-
prietors, an extensive and unique data set is
necessary. The SCF and the ARMS data pose
questions that allow the identification of the
five credit access and use classes and provide
enough complementary information to com-
pare the two types of sole proprietors.

Data

To meet our objectives, a sample of farm and
nonfarm households who own and operate sole
proprietorships must be constructed so that
similar credit-constrained households can be

identified. In 2005, a set of credit-related ques-
tions like those used in the SCF were added
to the ARMS. This addition allowed samples
that are comparable in information content but
reference different time periods. The SCF is a
cross-sectional survey conducted every three
years by the Federal Reserve System Board of
Governors. The latest survey available is for
2004. The SCF provides a wide array of house-
hold and business characteristics and uses a
dual frame sample design to improve coverage
of all households in the United States. Similar
to the SCF, the ARMS data set contains all
of the necessary information to compare farm
households and nonfarm households. ARMS
is a complex survey design where each obser-
vation in the ARMS data set represents a num-
ber of similar farm households or the inverse
probability of the surveyed household being
selected for the survey. Given the complex de-
sign of each survey, all standard errors for the
SCF are estimated using the repeated informa-
tion inference technique (Montalto and Yuh
1996). For the ARMS all standard errors are
estimated using the delete-a-group jackknife
variance estimator (Kott 1998).

Unfortunately, creating a comparable sam-
ple is not a straightforward task, given the
lack of direct correspondence between busi-
ness ownership and self-employed status in the
SCF (Hurst and Lusardi 2004). In the 2004
SCF, self-employment status results from a
question asking whether the household head
works for her/himself or someone else. Ex-
cluding farms, over 12 million self-employed
households exist whose business owners have
either an active or passive role in the manage-
ment of the business. Further restricting the
SCF data to include only those business owners
with an active management role, the original
population of nonfarm, self-employed owners
further reduces the 2004 sample to 1,560, rep-
resenting 5.8 million households. Restricting
the SCF in this manner makes it compara-
ble to farm sole proprietorships because the
2005 ARMS sample only considers farmers
who own and actively manage their farm op-
eration. The 2005 ARMS sampled 5,411 farm
sole proprietors, representing 1.9 million farm
households.

Each survey used a simple, unambiguous
method for identifying credit constraints at the
household level. The questions were designed
to capture all aspects of credit use and sources
of constraints on credit access, providing a
comprehensive approach to identifying credit-
constrained businesses. Jappelli (1990), Feder
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et al. (1990), Cox and Jappelli (1990, 1993)
and Jappelli, Pischke, and Souleles (1998) have
found support for using directly elicited credit
constraints to model the effects of being credit-
constrained on consumption, investment deci-
sions and an explanation of why households
are credit-constrained. We have created an ap-
pendix (Briggeman, Towe, and Morehart 2008)
to show each set of questions as they appeared
in the SCF and ARMS and how the classes are
created. Now, our focus is on differences be-
tween the five credit access and use classes.

Descriptive Statistics of the Credit
Access and Use Classes

Based on the survey responses, sole propri-
etorships were classified into five credit access
and use classes. Figure 1 shows that the propor-
tion of households that use credit without is-
sue (class 1) is nearly identical at 54% for farm
and nonfarm sole-proprietorship households.
More than two times as many farm house-
holds had no debt or did not apply (class 2)
compared to nonfarm sole-proprietorship
households (15%). Seven percent of non-
farm sole-proprietorship households obtained
credit after multiple attempts (class 3), as
compared with 5% of farm households. The
share of discouraged borrowers (class 4)

Figure 1. Distribution of farm and nonfarm sole proprietorships by credit access and use
classes

was substantially higher for nonfarm sole-
proprietorship households at 16%, as com-
pared with only 2% of farm households. Fi-
nally, 3% of farm households reported being
denied credit (class 5), as compared with 8%
of nonfarm sole-proprietorship households.

Comparing the means of selected variables
in table 1 for farm and nonfarm sole propri-
etorship households yields some striking simi-
larities and differences. As argued in the theo-
retical section, a credit-constrained household
has lower production. Based on the available
information from the two different data sets
we evaluated, the best proxy for production
is the value of production (VPROD), which
is gross revenue from annual production. Pet-
rick (2004) uses a similar measure in his output
supply equation. For both data sets VPROD is
highest for both farm and nonfarm sole pro-
prietorships that are not credit-constrained.
Based on the theoretical model, it is expected
that credit-constrained households will have
a lower VPROD. The following variable dis-
cussion covers those variables used in the first
stage of the propensity score-matching estima-
tor, which is a logit regression of the probability
a household is credit-constrained.

Average household income (HHINC) was
about $9,000 higher for nonfarm, sole-
proprietorship households than for farm
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households. Documentation has shown that
farm households have more business eq-
uity (BUSNW) relative to their nonfarm
counterparts (Mishra et al. 2002). The re-
sults in table 1 are similar because all
farm credit access and use classes have a
higher BUSNW than their nonfarm coun-
terparts. Based on the theoretical model
and empirical evidence, it is expected that
HHINC and BUSNW will negatively impact
the probability of being credit-constrained.

The proxy for liquidity used in this study is
the liquidity reserve ratio (LIQRESV). This
ratio measures how much cash and liquid as-
sets a sole proprietorship has available after
paying current debts relative to its monthly
expenditures. The turned down for credit pro-
prietors’ LIQRESV as well as their BUSNW
are the lowest across all classes. Also, all credit
access and use classes for farms have more
liquidity reserve than their nonfarm counter-
parts. This may be the result of precautionary
saving that is more prevalent for farm house-
holds relative to nonfarm households (Mishra
et al. 2002). Based on the theoretical model,
LIQRESV is expected to negatively impact
the probability of being credit-constrained.

The average years of owning and operat-
ing the business (YRBUS) is lower for all
credit access and use classes of nonfarm sole
proprietorships relative to farm sole propri-
etorships. The age of farm operators has been
increasing over time (Hoppe et al. 2001), which
may explain why the average household head’s
age (AGE) for farms is higher than non-
farms. Number of employees (EMPLNUM)
and expected sale price of dwelling (EXP-
SALP) for all classes of nonfarm sole propri-
etors exceed their farm counterparts. Among
nonfarm proprietors, number of loans (NUM-
LOAN) is the lowest for the turned down
for credit class (2.9); among farm proprietors,
however, the NUMLOAN for the turned down
for credit class (3.2) is the second highest
average. A potential reason why the turned
down for credit farm proprietors have more
loans than the other farm proprietor classes is
they had outstanding loans before they were
turned down for credit, which may have led
to them being denied credit. All of these vari-
ables do not provide clear expected effects
on the probability of being credit-constrained.

Farm sole proprietorships have a higher
average of household heads or spouses who
do not have a college education (NOCOL-
LEGE). Fewer nonfarm household heads
are not married (NOMARRIED), while a

larger number of farm and nonfarm house-
hold heads who are not married are clas-
sified as discouraged credit applicants. It is
not clear what the expected effect should be
for NOCOLLEGE and NOMARRIED on
the probability of being credit-constrained.

The descriptive statistics for farm and non-
farm sole proprietorships suggest that sur-
vey questions added to the ARMS yield
similar results relative to the established
questions on the SCF.3 Do household deci-
sions and the resulting economic outcomes
measured by VPROD affected by credit
use and availability? To answer this ques-
tion, we employ propensity score-matching.

Propensity Score-Matching

As mentioned previously, we test the produc-
tion impact of being credit-constrained in the
context of a nonrandom selection problem. In
this framework we test for and measure the
treatment effect on the observation of inter-
est. In our context the treatment is the turned
down for credit class (class 5 discussed earlier);
the control is the applied and received credit
class (class 1 discussed earlier); and the out-
come of interest is the value of production from
the business entity. Our treatment/control def-
inition is then compared to Jappelli’s or the
turned down for credit class and did not apply
for fear of denial credit class being the treat-
ment group and all other classes making-up the
control group. By not combining the classes,
like Jappelli (1990), potentially biased esti-
mates are avoided. In addition, we expect com-
parisons between denied credit and received
credit without issue to exhibit the largest pro-
duction impact or an upper bound of being
credit-constrained. Assigning a survey respon-
dent to the treated class is a nonrandom selec-
tion process because sole proprietorships that
are credit-constrained are likely to have, on av-
erage, different characteristics from sole pro-
prietorships that are not credit-constrained,
and these characteristics may alter the dollar
value of output produced.

The maximum likelihood Heckman proce-
dure controls for selection bias by jointly esti-
mating the outcome and treatment equations,
but the procedure relies on a joint normality

3 Moreover, the credit-constrained groups are distinct and iden-
tifiable within each survey. A multinomial logit model was esti-
mated, and the results confirm that the presented credit constraint
groupings are significantly different and identifiable based on the
covariates presented in table 1.
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assumption between the residuals. In the last
decade an alternative method to estimating the
outcome and treatment equations has gained
popular support—propensity score-matching.
This procedure estimates treatment effects by
matching treated and untreated observations,
controlling for distributional differences us-
ing conditioning variables. Matching meth-
ods allow nonparametric estimation of treat-
ment effects, removing sensitivity to functional
form and exposing violations of the com-
mon support—cases where treated observa-
tions are substantially different from untreated
observations. In the context of conventional
regression-type analysis, violations of the com-
mon support remain undetected and can result
in treatment effects being extrapolated solely
on the basis of functional form because non-
treated observations that are similar to treated
ones do not exist.

Here, we draw on a class of estimators called
propensity score-matching estimators, first
suggested by Rosenbaum and Rubin (1983).
Applications of propensity score-matching are
now quite prevalent in the literature, especially
in labor economics where the evaluation of job
training programs represents a significant chal-
lenge (such as Heckman, Ichimura, and Todd
1997; Dehejia and Wahba 2002; Lechner 2002;
Smith and Todd 2005a).

Rosenbaum and Rubin (1983) identify an
outcome of interest, which is derived from the
following equation:

E(Y1 − Y0 | D = 1) = E(Y1 | D = 1)

−E(Y0 | D = 1)

(7)

where Y is the outcome variable of interest,
in our case the value of production, and D
indicates to which group, control or treated,
the observation belongs. The subscript and D
value of 1 indicates the observation is treated,
or denied credit, and 0 is the control group, or
received credit. Therefore, the outcome of in-
terest is the average difference in Y1 and Y0.
Since an observation can be in only one state,
treated or control, the matching procedure at-
tempts to estimate E(Y0 | D = 1), which is
known as the counterfactual and is unobserv-
able. In our case, the challenge is to estimate
the impact of being denied credit on the value
of production for those sole proprietors who
actually received credit.

If observations were randomly assigned to
treated and control groups, then on aver-
age one would expect control observations
to have the same outcome level as treated

observations, assuming they were assigned to
the treated group. In this case the best estimate
of the average treatment effect is simply E(Y1 |
D = 1) – E(Y0 | D = 0). In our case individ-
uals are not randomly assigned to treated and
control groups. In other words there is a sys-
tematic way in which observations are deemed
to be creditworthy; thus, the average treatment
effect cannot be estimated as discussed above.

Rosenbaum and Rubin (1983) proposed a
method to resolve this issue of observations
not being randomly assigned to treatment and
control groups. They argue that if treatment
is determined by some set of covariates Z one
can establish a control group that is similar in Z
relative to the treatment group. They formally
state this as

E(Y1 − Y0 | Z , D = 1) = E(Y1 | Z , D = 1)

−E(Y0 | Z , D = 1).

(8)

Matching estimators pair each treated
observation with 1 or more observation-
ally similar nontreated observations, using
the conditioning variables Z to identify
their similarity. This procedure is justified
if the outcomes are independent of the
selection process after conditioning on the co-
variates in Z. That is, if those observations
found in the set D = 0 were actually treated,
the expected value of their outcomes, once
conditioned on the Z’s, would not differ from
the expected value of outcomes in the treated
group. More precisely, conditional mean inde-
pendence is required, such that:

E(Y0 | Z , D = 1) = E(Y0 | Z , D = 0).(9)

Direct implementation of the above equa-
tion would be difficult for a large number of
conditioning variables, yet ensuring that equa-
tion (9) holds would typically require a rich
set of these variables. Rosenbaum and Rubin
(1983) defined the propensity score-matching
estimator by showing that instead of condition-
ing on all K elements of the Z vector, one can
equivalently condition on a one-dimensional
function of that vector. They show that if out-
come Y0 is independent of selection when con-
ditioned on the Z’s, then it is also independent
of selection when conditioned on the propen-
sity score P(Z), which is defined as the prob-
ability of selection conditioned on the Z’s or
more formally:
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P(Z) ≡ Pr(D = 1 | Z).(10)

Rosenbaum and Rubin also state that there
is no single Z or combination of Z variables
that guarantees treatment. Put another way,
for any set of Z variables, the probability of
treatment is strictly greater than 0 and less
than 1, that is, 0 < Pr(D = 1| Z = z) < 1 for
z ∈ Z̃. This condition must be true for each
treated observation to have the potential of
an analogue among the untreated. Thus, the
impact of being treated is only valid for ob-
servations within the common support, or the
propensity scores for treated and control ob-
servations are positive and the distributions of
these propensity scores for treated and control
observations intersect.

Equation (8) can now be rewritten to show
the average treatment effect of the treated
(ATT):

AT T = E(Y1 − Y0 | P(Z), D = 1)

= E(Y1 | P(Z), D = 1)

− E(Y0 | P(Z), D = 0).

(11)

In practice (10) is estimated as a binary pro-
bit or logit, with the treatment dummy as the
dependent variable. Explanatory variables in-
clude factors that are expected to affect the
probability of treatment and those that are ex-
pected to affect outcomes directly and may
be correlated with treatment. This works well
in our setting because many empirical studies
have found significant variables that explain
why an individual or business is denied credit
(many of these variables were discussed in the
data section). The last term in (11) illustrates
the conditional independence condition out-
lined in equation (9).

Before calculating the ATT, the outcome
must be shown to be mean independent of
the treatment, conditional on the propensity
score. Given the conditional independence as-
sumption set out in (9) above, this requires
ensuring the covariates Z meet this condi-
tion, which is equivalent to achieving “bal-
ance” between treatments and their controls.
Several balancing tests exist in the literature.
The test we use—commonly called regression-
based balancing—is suggested by Smith and
Todd (2005a) and explained in more detail in
Smith and Todd (2005b). The intuition behind
this test is that after conditioning on P(Z), any
further conditioning on the Z vector should not
provide new information on D. In other words
we test whether differences exist in Z between

the treatment and control groups after condi-
tioning on the propensity score.4 If differences
remain, then this suggests that the propensity
score model is misspecified. Following Dehejia
and Wahba (2002), we add cross products and
squares of covariates to the specification until
balancing is achieved.

With these propensity scores in hand, sev-
eral ways exist to construct the counterfac-
tual or the last term in equation (11), includ-
ing kernel estimates, which we use in this
study. Kernel estimates use a weighted av-
erage of all or a subset of control observa-
tions to construct the counterfactual for each
treated observation. Each treated observation
i is paired or matched with some group of com-
parable j nontreated observations using their
respective P(Z). In order to match observa-
tions, a weight matrix W(i,j) is constructed
from the kernel function K(·). The kernel func-
tion we use is the Epanechnikov kernel be-
cause it combines desirable properties from
the tricube and the normal kernels (Smith
and Todd 2005a). This allows the matching
of the outcome of the treated individual i’s,
value of production or y1i, to the “weighted”
value of production of the D = 0 control
group y0j. In addition all treatment observa-
tions N1 are weighted equally in calculating
the average treatment impact. This will con-
struct the counterfactual and estimate the aver-
age treatment effect of the treatedA

�

T T . Heck-
man, Ichimura and Todd (1997) and Smith
and Todd (2005a) provide the following formal
exposition:

A
�

TT =
∑

i∈{D=1}

1
N1

×
[

y1i −
∑

j∈{D=0}
W (i, j)y0 j

]
(12)

where,

W (i, j) =
K

(
P(Z j ) − P(Zi )

h

)
∑

k∈{D=0}
K

(
P(Zk) − P(Zi )

h

)(13)

4 Operationally, we regress each covariate on the propensity
score, the treatment dummy, the propensity score squared and
cubed and the propensity score, squared and cubed, interacted
with the treatment dummy. The likelihood ratio test of all vari-
ables containing the treatment dummy equal to zero provides the
test statistic.
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and

∑
j∈{D=0}

W (i, j) = 1.(14)

As suggested by DiNardo and Tobias (2001),
the kernel choice has less impact on the es-
timated weight matrix, W(i,j), than does the
choice of bandwidth (h). More bias and less
variance are associated with higher values
of h, and less bias and more variance are
associated with lower values of h. Follow-
ing Frölich (2004), the optimal bandwidth is
found through the “leave-one-out” method of
cross validation. Using various bandwidths, the
mean squared error 1

N0

∑
j∈{D=0} (y0 j − ŷ0 j )

2

for all observations in the control group (N0)
is minimized where yj is the value of produc-
tion for observation j in D = 0 and ŷj is the
predicted value of production from the kernel
estimator when observation j is left out.5

Results

First, the production impacts are estimated
using the most common approach in the
literature—the maximum likelihood Heck-
man procedure for treatment effects. Treat-
ment effects are estimated using the ARMS
data set and the SCF data set separately due to
differences in their data collection procedures.
Then, the propensity score-matching method
is estimated. The first step of this procedure
requires estimation of the propensity score via
a logit model that predicts whether or not a
sole proprietorship is credit-constrained based
on a set of factors that affect the likelihood
of treatment (credit-constrained) and factors
that affect the outcome (value of production or
VPROD). Before we estimate the logit model,
we drop outliers defined as observations over
two standard deviations from the weighted
mean VPROD.6 Using the estimated propen-
sity scores, we then estimate the average treat-
ment effect of the treated (ATT), using those
sole proprietorships who applied for and re-
ceived credit as the control group and those
who were denied credit as the treatment group.

5 For kernel matching the bandwidth grid is 0.01 × 1.2g−1

for g = 1, . . . , 29.
6 Farm data are cut at $785,339 (15% of the sample) and the SCF

cut is at $672,873 (16% of the sample).

Probability of Being Credit-Constrained
Results

The probability of being credit-constrained is
estimated via a weighted logit model, with the
covariates coming from table 1. Expected signs
for these variables were discussed in the data
section. In addition to these variables, we in-
clude a series of dummy variables represent-
ing production specialty for the farm data (e.g.,
wheat, corn, cattle, etc.) and industry codes for
the business data (e.g., wholesalers, personal
services, food manufacturing, etc.). Also, total
acres (ACRES) and regional dummies (North-
east, South, Midwest, Plains, and West) for the
farm estimates are included.

Results of the initial specifications of the
logit models are given in table 2. Parame-
ter estimates in both models are generally
in line with expectations, although the sig-
nificance of variables differs between data
sets. Significant variables from the ARMS
data suggest that having greater net worth
(LNBUSNW) and being in business for more
years (YRBUS) lower the probability of be-
ing denied credit. Significant variables from
the SCF data suggest that a greater net worth
(LNBUSNW), more liquidity (LIQRESV),
and more employees (EMPLYNUM) lower
the probability of being denied credit. The
lack of college education is positive and sig-
nificant in both data sets, suggesting house-
hold operators without a college education are
more likely to be denied credit. Measures of
financial well-being—including household in-
come (LNHHINC), expected sales price of
home (EXPSALP), and business net worth
(LNBUSNW)—consistently reduce the prob-
ability of being denied credit in both models.

Impact of Being Credit-Constrained
on Production

Table 3 reports the results for the “un-
matched,” average treatment effect of the
treated (ATT) kernel-based matching esti-
mate using the Epanechnikov kernel and the
maximum likelihood Heckman procedure re-
sults for the preferred (turned down for credit)
and traditional (turned down for credit and did
not apply for credit for the fear of denial) treat-
ment classifications. The “unmatched” differ-
ences in the value of production are for the
preferred treatment category. These differ-
ences are calculated by taking the raw value
of production means for businesses from the
ARMS data $225,114 in the control group and
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Table 2. Weighted Logit Estimates for Credit-Constrained Farm and Nonfarm
Sole

Farm Estimates Non farm Estimates

Standard Standard
Variables Coefficient Error Coefficient Error

Intercept 1.51 1.954 20.957 18.937
Natural log household income −0.084∗ 0.046 −0.948 1.264
Natural log business net worth −0.315∗∗∗ 0.103 −0.446∗∗∗ 0.159
Working capital divided by monthly

expenditures
0.018 0.017 −1.538∗∗ 0.728

Total operator spouse labor hours −0.0001 0.0001 0.0001 0.0003
Total weeks spent by operator and

spouse working away from the
business

−0.0002 0.0002 −0.001 0.001

Number of years owning and
operating the business

−0.071∗∗∗ 0.019 −0.156∗ 0.085

Household head’s age in years 0.001 0.021 −0.094 0.089
Number of dependents 0.009 0.111 0.433 0.773
Number of business employees 0.007 0.094 0.047 0.143
Number of loans 0.073 0.107 −0.127 0.116
Expected sale price of dwelling −0.001 0.001 −0.003 0.003
Dummy variable with 1 being

operator and spouse do not have a
college education; 0 otherwise

3.091∗∗∗ 0.716 1.448∗ 0.852

Dummy variable with 1 being
household head is single; 0
otherwise

−2.376∗∗∗ 0.826 1.685 1.823

Total acres −0.0004 0.0003
Specialty dummies YES YES
Regional dummies YES
Pseudo R2 0.319 0.622

Note: Significance levels are denoted by triple asterisks (∗∗∗), double asterisks (∗∗), and single asterisk (∗) for 1%, 5%, and 10%, respectively.
Specialty dummies are production types for farm data and industry codes for nonfarm data.
Regional dummies are Northeast, South, Midwest, and West for farm data. Plains is the base.

$163,169 for the treated group (difference of –
$61,945). Similarly, in the SCF data the control
group raw mean is $154,146, and the treated
group mean is $78,615 (difference of –$75,531).
The matched weighted means are reported via
the ATT using the Epanechnikov kernel es-
timates. In both farm and nonfarm cases the
matching estimate eliminated noncomparable
observations from the counterfactual; six ob-
servations were off the common support in the
ARMS data and two in the SCF data.

The difference in means for the matched
data is $39,658 for farm sole proprietor-
ships and $57,050 for businesses. Significance
of these results is determined using boot-
strapped standard errors using 1,000 repli-
cations. The bootstrapped standard errors
suggest the treatment effect is negative and
significantly different from zero at the 5%
level for the farm data and at 10% for the
business data. The results from these match-
ing estimators suggest that credit constraints

significantly and negatively impact the value
of production in both farm and business sec-
tors. Aggregating the ATT results to a national
level for observations on the common support
suggests a total loss of output for farm and non-
farm sole proprietorships is only 3% and 13%,
respectively.7

In general the Heckman procedure tends to
overestimate the treatment effect, while the
impact based on the traditional treatment def-
inition is smaller in both cases. First, the dif-
ference between the ATT and Heckman may
be due to the Heckman procedure’s reliance
on functional form restrictions and the inclu-
sion of all observations that fall off the com-
mon support. Under the preferred treatment
measure (denied credit only) the Heckman

7 These aggregate results are obtained by taking the ATT mul-
tiplied by the weighted number of sole proprietorships that were
denied credit then dividing this number by the weighted value of
production for all sole proprietorships on the common support.
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Table 3. Propensity Score-Matching Results for Farm and Nonfarm Sole
Proprietorships—Production

Mean Difference in Value
of Productiona

Farm Sole Nonfarm Sole
Treatment Estimates Proprietorships Proprietorships

Preferred treatment classificationb

Unmatched sole proprietorships estimate −$61,945 −$75,531
ATT matched estimatec −$39,658∗∗ −$57,050∗

Maximum likelihood Heckman procedure estimate −$100,443∗∗ −$34,849
Traditional treatment classificationd

ATT matched estimate −$32,942∗∗ −$15,816
Maximum likelihood Heckman procedure estimate −$80,330∗∗ −$56,878∗

Note: Significance levels are denoted by double asterisks (∗∗) and single asterisks (∗) for 5% and 10%, respectively.
a Difference is between control and treatment group means. Farm sole proprietorships’ control group has 1,515 on and 0 off the common
support and the treatment group has 93 on and 6 off the common support. Nonfarm sole proprietorships’ control group has 154 on and 0
off the common support and the treatment group has 16 on and 2 off the common support.
b Were turned down for credit as treated and did apply and received credit as control.
c Average treatment effect of the treated (ATT) is estimated by matching data using the Epanechnikov kernel estimate. The bandwidths
are 0.021 for ARMS and 0.169 for SCF for the preferred treatment measure. The bandwidths are 0.039 for ARMS and 0.202 for SCF for the
traditional treatment measure.
d Were turned down for credit and did not apply for credit for fear of denial as treated and did apply and received credit, did not apply for
credit, and were initially denied credit but obtained credit after multiple attempts as control.

procedure estimates the value of production
will decrease by $100,443, while the ATT states
the impact is $39,658. The difference between
the preferred treatment measure and the tra-
ditional treatment measure illustrates that a
form of sample bias is present. Using Jap-
pelli’s credit-constrained classification in our
context would underestimate the ATT by ap-
proximately $7,000 and $42,000 for farm and
nonfarm sole proprietorships, respectively.

Other Outcomes of Interest

It is possible that the high capitalization
of the farm sector is driving the difference
between the ATT for farm and nonfarm
sole proprietorships. The literature includes

Table 4. Propensity Score-Matching Results for Livestock and Crop Farm Sole
Proprietorships—Production

Mean Difference in Value
of Productiona

Livestock Farm Sole Crop Farm Sole
Preferred Treatment Estimatesb Proprietorships Proprietorships

Unmatched sole proprietorships estimate −$76,670 −$43,394
ATT-matched estimatec −$76,454∗∗∗ −$53,955∗∗

Note: Significance levels are denoted by triple asterisks (∗∗∗) and double asterisks (∗∗) for 1% and 5%, respectively.
a Difference is between control and treatment group means. Livestock farm sole proprietorships’ control group has 895 on and 0 off the
common support and the treatment group has 50 on and 3 off the common support. Crop farm sole proprietorships’ control group has 620
on and 0 off the common support and the treatment group has 44 on and 2 off the common support.
b Were turned down for credit as treated and did apply and received credit as control.
c Average treatment effect of the treated (ATT) is estimated by matching data using the Epanechnikov kernel estimate. The bandwidths
are 0.016 for livestock and 0.552 for crop farm sole proprietorships.
Data source ARMS.

debates on whether agricultural subsidies in-
flate asset prices (such as real estate) thus
contributing to this capitalization. To consider
this issue, we segment the farm data into live-
stock and crop producers. Livestock produc-
ers are not as highly capitalized, particularly
in terms of land, when the full range of pro-
ductive assets is considered. Nor are they the
primary recipients of agricultural subsidies, as
compared with crop producers. We follow sug-
gestions from Dehejia (2005) and reestimate
the propensity score for each subset of the
data, then perform balancing tests as described
in the previous section. The ATT results for
this segmentation are presented in table 4.
Credit-constrained livestock sole proprietors
and credit-constrained crop sole proprietors
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have a statistically significant lower value of
production than their noncredit-constrained
counterparts. The difference between the ATT
for credit-constrained crop and livestock pro-
ducers is approximately $23,000, with crop
producers having the lowest ATT. This re-
sult warrants further analysis since crop pro-
ducers received, on average, $9,000 more in
government payments, and they have a larger
investment in capital assets. Potentially, crop
producers are using government payments to
alleviate credit constraints and/or their invest-
ment in real estate makes them more credit-
worthy.

Segmenting the ARMS data is one way to
look at the different effects of being treated,
in our case credit-constrained, on the value
of production for livestock and crop produc-
ers. What about the impact of being credit-
constrained on another outcome variable of
interest? The value of production may not be
the only outcome of interest to policymak-
ers. Providing a “safety net” to farmers is an
often-cited objective in farm policy, suggesting
policymakers want to ensure a minimum stan-
dard of economic well-being for farm house-
holds. One measure of economic well-being
is household consumption, defined as dispos-
able household expenses or total household
expenditures less utilities, home insurance and
mortgage/rent payments. Many studies inves-
tigating the impact of being credit-constrained
have considered consumption as the outcome
variable of interest; Phimister (1995), for ex-
ample, found that credit-constrained farms
had lower consumption expenditures. Table 5
shows the ATT results for the impact of
credit constraints on consumption for farm
sole proprietorships.8 These results show that
consumption for credit-constrained farm sole
proprietorships is on average $18,377 lower
than their noncredit-constrained counterparts.
Identifying the reason for the drop in con-
sumption by the farm household is beyond
the scope of this article, but differences in
consumption suggest another area for future
work—the fungibility of business profits and
credit between the farm household and its
business enterprise(s).

Conclusions and Policy Implications

In this study, we examine two potential forms
of bias while evaluating the impact of credit

8 Survey respondents that refused any portion of the consump-
tion questions were excluded from this estimate.

Table 5. Propensity Score-Matching Results
for Farm Sole Proprietorships—Consumption

Preferred Treatment Mean Difference in
Estimatesb Consumptiona

Unmatched sole
proprietorships
estimate

−$14,537

ATT matched estimatec −18,377∗

Note: Significance level denoted by single asterisk (∗) for 10%.
a Difference is between control and treatment group means. Farm sole
proprietorships’ control group has 1,486 on and 0 off the common support
and the treatment group has 96 on and 0 off the common support.
b Were turned down for credit as treated and did apply and received credit
as control.
c Average treatment effect of the treated (ATT) is estimated by matching
data using the Epanechnikov kernel estimate. The bandwidth is 0.021.
Data source ARMS.

access on the value of production for farm and
nonfarm sole proprietorships. The first bias,
which we refer to as control group bias, arises
from the data classification. Previous studies
have collapsed households that obtained credit
after multiple attempts and those that had no
demand for credit as the control group. This
confounds the comparison and potentially bi-
ases the estimates of economic impacts. In our
“preferred treatment measure,” we include
only observations that were denied credit in
our treatment group and only observations
that received credit without issue in our control
group. Our results show that control group bias
produces lower treatment effects compared to
the “preferred treatment measure.”

The second bias is selection bias. Selec-
tion bias arises because credit-constrained sole
proprietors were not randomly selected. The
propensity score technique we employ ad-
dresses this selection bias and shows that
the value of production for credit-constrained
farm and nonfarm sole proprietorships de-
creases by approximately $39,000 and $57,000,
respectively. For small and/or beginning sole
proprietors, this drop in the value of produc-
tion could be devastating. Fortunately, the FSA
and SBA have programs in place to assist sole
proprietorships just starting or facing extreme
financial adversity.

Aggregating these impacts to a national
level suggests that the total value of produc-
tion decreases slightly due to farm and non-
farm sole proprietorships being turned down
for credit by three and 13%, respectively. This
relatively small aggregate impact may be due
in part to the majority of farm and nonfarm
sole proprietorships receiving credit without
issue (54%). This decrease could be further
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attributed to the wide availability of credit in
a mature credit market such as the United
States or simply to the fact that many of the
credit-constrained sole proprietorships oper-
ate small-scale operations.

By segmenting the farm data into crop and
livestock producers, we add empirical evi-
dence to the ongoing debate concerning agri-
cultural subsidies, in particular to the ques-
tion of decoupled payments and their im-
pact on production decisions (Goodwin and
Mishra 2006). Our study found that on aver-
age crop farms that receive more agricultural
subsidies than their livestock counterparts ex-
perience a smaller drop in value of produc-
tion due to being credit-constrained; existing
subsidies may allow crop farms to alleviate
credit constraints and achieve higher levels of
production. Moreover, while we find only a
small aggregate loss in total value of produc-
tion from credit-constrained operations, the
economic well-being of farm households (i.e.,
consumption) is negatively affected by credit
constraints. Safety net programs that stabilize
and/or raise incomes may alleviate credit con-
straints, thereby ensuring a minimum level of
consumption. Such programs may thus have
a two-fold positive effect on two key out-
come variables for farm sole proprietorships—
production and consumption.

[Received April 2007;
accepted April 2008.]

References

Barnard, C., G. Whittaker, D. Westenbarger, and M.
Ahearn. 1997. “Evidence of Capitalization of
Direct Government Payments into U.S. Crop-
land Values.” American Journal of Agricultural
Economics 79:1642–50.

Barnard, C., R. Nehring, J. Ryan, R. Collender, and
W. Quinby. 2001. Higher Cropland Values from
Farm Program Payments: Who Gains? Wash-
ington, DC: U.S. Department of Agriculture,
ESCS For. Agr. Econ. Rep. 286, November.

Barry, P.J., and L.J. Robison. 2001. “Agricul-
tural Finance: Credit, Credit Constraints, and
Consequences.” In B.L. Gardner and G.C.
Rausser, eds. Handbook of Agricultural Eco-
nomics. Amsterdam, NY: Elsevier, pp. 513–
71.

Barry, P., R. Bierlen, and N. Sotomayor. 2000. “Fi-
nancial Structure of Farm Businesses under Im-
perfect Capital Markets.” American Journal of
Agricultural Economics 82:920–33.

Bezuneh, M., B.J. Deaton, and G.W. Norton. 1988.
“Food Aid Impacts in Rural Kenya.” Ameri-
can Journal of Agricultural Economics 70:181–
91.

Bierlen, R., and A. Featherstone. 1998. “Fundamen-
tal q, Cash Flow, and Investment: Evidence
from Farm Panel Data.” Review of Economics
and Statistics 80:427–35.

Blancard, S., J.P. Boussemart, W. Briec, and K.
Kerstens. 2006. “Short- and Long-Run Credit
Constraints in French Agriculture: A Direc-
tional Distance Function Framework Using
Expenditure-Constrained Profit Functions.”
American Journal of Agricultural Economics
88:351–64.

Briggeman, B.C., C.A. Towe, and M.J. Morehart.
2008. “AJAE Appendix: Credit Constraints:
Their Existence, Determinants, and Implica-
tions for U.S. Farm and Non-Farm Sole Propri-
etorships.” Unpublished. Available at: http://
agecon.lib.umn.edu/.

Browning, M., and A. Lusardi. 1996. “Household
Saving: Micro Theories and Micro Facts.” Jour-
nal of Economic Literature 34:1797–1855.

Carter, M.R., and P. Olinto. 2003. “Getting Insti-
tutions ‘Right’ for Whom? Credit Constraints
and the Impact of Property Rights on the
Quantity and Composition of Investment.”
American Journal of Agricultural Economics
85:173–86.

Collender, R.N., and M. Morehart. 2004. Decoupled
Payments to Farmers, Capital Markets, and Sup-
ply Effects. Washington, DC: U.S. Department
of Agriculture, ESCS For. Agr. Econ. Rep. 838,
October.

Cox, D., and T. Jappelli. 1990. “Credit Rationing
and Private Transfers: Evidence from Survey
Data.” Review of Economics and Statistics
72:445–54.

——. 1993. “The Effect of Borrowing Constraints
on Consumer Liabilities.” Journal of Money,
Credit and Banking 25:197–212.

Crook, J. 1996. “Credit Constraints and U.S. House-
holds.” Applied Financial Economics 6:477–85.

Dehejia, R.H. 2005. “Practical Propensity Score-
matching: A Reply to Smith and Todd.” Journal
of Econometrics 125:355–64.

Dehejia, R.H., and S. Wahba. 2002. “Propensity
Score-Matching Methods for Nonexperimen-
tal Causal Studies.” Review of Economics and
Statistics 84:151–61.

DiNardo, J., and J.L. Tobias. 2001. “Nonparametric
Density and Regression Estimation.” Journal
of Economic Perspectives 15:11–28.

Feder, G., L. Lau, J. Lin, and X. Luo. 1990. “The Re-
lationship between Credit and Productivity in
Chinese Agriculture: A Microeconomic Model



Briggeman, Towe, and Morehart Impacts of Credit Constraints on Sole Proprietorships 289

of Disequilibrium.” American Journal of Agri-
cultural Economics 72:1151–57.

Foltz, J.D. 2004. “Credit Market Access and Prof-
itability in Tunisian Agriculture.” Agricultural
Economics 30:229–40.
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